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Preface to the C++ Edition

C++ has gradually become the dominant language for computer programming, displacing C and Fortran even in many scientific and engineering applications. This version of Numerical Recipes contains the entire text of the Second Edition with all the programs presented in C++.

C++ poses special problems for numerical work. In particular, it is difficult to treat vectors and matrices in a manner that is simultaneously efficient and yet allows programming with high-level constructs. The fact that there is still no universally accepted standard library for doing this makes the problem even more difficult for authors of a book like this one. In Chapter 1 and the Appendices we describe how we have solved this problem. The default option is for you, the reader, to use a very simple class library that we provide. You can be up and running in a few minutes. We also show you how you can alternatively use any other matrix/vector class library of your choosing. This may take you a few minutes to set up the first time, but thereafter will provide transparent access to the Recipes with essentially no loss in efficiency.

We have taken this opportunity to respond to a clear consensus from our C readers, and converted all arrays and matrices to be “zero-based.” We have also taken this opportunity to fix errors in the text and programs that have been reported to us by our readers. There are too many people to acknowledge individually, but to all who have written to us we are very grateful.
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